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Przedmowa




W dniach 6-12 grudnia 1973 roku odbyla sie w Wisle konferencja ,,Statystyka matema-
tyczna”, inicjujaca kontynuowana w nastepnych latach serie spotkan srodowiska polskich
statystykow. I chociaz kolejne konferencje odbywaly sie w réznych miejscowosciach, to
wlasnie Wista pozostalta tym miejscem szczegblnym, do ktérego czesto powracano i ktore
w $rodowisku naukowym stalo sie symbolem rozpoznawczym tego cyklu konferencji. Pelng
liste kolejnych edycji tego cyklu, dokumentujaca jego wieloletnia historie, mozna znalez¢
na stronie https://www.sm2025.agh.edu.pl/o-konferencji.htmll

Pierwsza konferencja zostala zorganizowana przez Komisje ds. Rozwoju Statystyki Ma-
tematycznej w Polsce, powolana rok wczesniej przez Komitet Nauk Matematycznych Pol-
skiej Akademii Nauk. Inicjatorem powstania Komisji byt prof. Tadeusz Calinski, a pierw-
szym przewodniczacym — prof. Jozef bukaszewicz. Wiecej informacji o historii i bie-
zacej dzialalnosci Komisji, ktéra w podzniejszym czasie zostala przemianowana na Ko-
misje Statystyki, mozna znalez¢ na stronie internetowej https://www.ibspan.waw.pl/
komisja-statystyki/.

Na przestrzeni lat konferencje ,Statystyka matematyczna” zyskiwaly coraz wieksze
znaczenie, przyciagajac uczestnikow nie tylko z Polski, ale réwniez z zagranicy. Wysoki
poziom merytoryczny referatéw, wyktady zaproszonych goéci, w tym wybitnych statysty-
kéw o miedzynarodowej renomie, konkurs na najlepsza prezentacje dla mtodych badaczy,
dyskusje i kuluarowe rozmowy bedace czesto zalazkiem przysziej wspoélpracy naukowej
oraz towarzyszace obradom spotkania towarzyskie, stworzylty klimat, dzieki ktéremu kon-
ferencje staty sie wydarzeniem unikatowym, niezwykle waznym dla polskich statystykéw
— zaréwno uczonych zajmujacych sie teoria, jak i praktykéw oraz mtodych badaczy sta-
wiajacych pierwsze kroki w tej dziedzinie.

Obecnie konferencje z tego cyklu postrzegane sg jako wydarzenie wyjatkowe i niezwykle
istotne dla polskiej spolecznosci statystycznej. Integruja badaczy zajmujacych sie teoria
statystyki, praktykéw wykorzystujacych metody statystyczne w réznych dziedzinach oraz
doktorantéw i mtodych naukowcéw rozpoczynajacych swojg droge zawodowa. Niezaleznie
od zmian organizacyjnych i miejsca obrad, ,wislanskie” spotkania staty si¢ trwalym ele-
mentem tradycji, podkreslajacym ciaglos¢ i wspolprace srodowiska statystykow w Polsce.

Tegoroczna pie¢dziesiata konferencja ,,Statystyka Matematyczna — Checiny 2025” ma
wyjatkowy charakter. Pragniemy bowiem nie tylko wymieni¢ si¢ najnowszymi wynikami
z zakresu statystyki matematycznej i jej zastosowan, lecz takze uczci¢ historie i dorobek
catego cyklu konferencji. W programie przewidziano m.in. specjalng sesje jubileuszowa,
podczas ktérej wybitni polscy statystycy, prof. Jacek Koronacki oraz prof. Roman Zmy-
slony, opowiedza o historii konferencji, jej rozwoju oraz znaczeniu dla $rodowiska nauko-
wego w Polsce.

Konferencja odbedzie sie¢ w dniach 8-11 grudnia 2025 r. w Europejskim Centrum Edu-
kacji Geologicznej w Checinach (https://www.eceg.uw.edu.pl). Jej organizatorami sg:
Wydzial Matematyki Stosowanej Akademii Goérniczo-Hutniczej w Krakowie, Wydzial Ma-
tematyki, Informatyki i Mechaniki Uniwersytetu Warszawskiego, Polskie Towarzystwo Ma-
tematyczne oraz Komisja Statystyki Komitetu Nauk Matematycznych PAN.

Zyczymy Paristwu inspirujacych wystapien, owocnych dyskusji, a takze wielu okazji
do spotkan, wspomnien i refleksji nad pétwieczem ,Statystyki matematycznej” w Polsce.

W imieniu Komitetu Organizacyjnego

dr hab. Anna Dudek
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https://www.ibspan.waw.pl/komisja-statystyki/
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Preface




In December 6-12, 1973, the conference “Mathematical Statistics” was held in Wista,
initiating a series of meetings of the Polish statistical community that continued in the
following years. And although subsequent conferences took place in various locations, it
was Wisla that remained the special place to which people often returned and which,
within the academic community, became the hallmark of this conference meetings. A full
list of subsequent editions of the series, documenting its long-standing history, can be
found at https://www.sm2025.agh.edu.pl/o-konferencji.html,

The first conference was organized by the Commission for the Development of Mathe-
matical Statistics in Poland, established a year earlier by the Committee on Mathema-
tics of the Polish Academy of Sciences. The initiator of the Commission’s creation was
Prof. Tadeusz Calinski, and its first chair was Prof. Joézef Lukaszewicz. More informa-
tion on the history and current activities of the Commission can be found at the website
https://www.ibspan.waw.pl/komisja-statystyki/.

Over the years, the “Mathematical Statistics” conferences grew in importance, attrac-
ting participants not only from Poland but also from abroad. The high substantive level
of the presentations, the lectures by invited guests, including internationally renowned
statisticians, the competition for the best presentation by young researchers, discussions
and informal conversations that often became the seed of future scientific collaboration,
as well as the social events accompanying the sessions, created an atmosphere that made
the conferences a unique event. They became extremely important for Polish statisticians:
for theoreticians, practitioners, and young researchers taking their first steps in the field.

Today, the conferences in this series are regarded as exceptional events of great im-
portance to the Polish statistical community. They bring together researchers working
on statistical theory, practitioners applying statistical methods across diverse fields, as
well as doctoral students and early-career scientists at the beginning of their professional
paths. Regardless of organizational changes or the location of the meetings, the “Wista”
conferences have become a lasting part of the tradition, emphasizing the continuity and
collaboration within the community of statisticians in Poland.

This year’s fiftieth conference, “Mathematical Statistics — Checiny 20257, has a special
character. We wish not only to discuss the latest results in mathematical statistics and its
applications, but also to celebrate the history and achievements of the entire conference
series. The program includes, among other things, a special jubilee session during which
distinguished Polish statisticians, Prof. Jacek Koronacki and Prof. Roman Zmys$lony, will
talk about the history of the conference, its development, and its importance for the
academic community in Poland.

The conference will take place on 8-11 December 2025 at the European Centre for
Geological Education in Checiny (https://www.eceg.uw.edu.pl). It is organized by the
Faculty of Applied Mathematics of the AGH University of Krakow, the Faculty of Mathe-
matics, Informatics and Mechanics of the University of Warsaw, the Polish Mathematical
Society, and the Commission of Statistics of the Committee on Mathematics of the Polish
Academy of Sciences.

We wish you inspiring presentations, fruitful discussions, and many opportunities to
meet, reminisce, and reflect on half a century of “Mathematical Statistics” in Poland.

On behalf of the Organizing Committee
dr hab. Anna Dudek
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Zachecony przez prof. Przemystawa Grzegorzewskiego postanowitem krétko opisaé hi-
storie Komisji Statystyki Matematycznej.

Jej historia rozpoczeta sie w Poznaniu od spotkania w roku 1972 prof. Wiadystawa
Orlicza, 6wczesnego przewodniczacego Komitetu Nauk Matematycznych PAN, z doc. Ta-
deuszem Calinskim, ktéry zwrdcit sie do prof. Wiadystawa Orlicza z prosba o podjecie
intensywnych krokéw dotyczacych rozwoju statystyki matematycznej w Polsce. Wynikiem
tego spotkania byto zaproszenie doc. Tadeusza Caliniskiego na posiedzenie Komitetu Nauk
Matematycznych PAN w dniu 16 czerwca 1972 roku. Na tym posiedzeniu, doc. Tadeusz
Calinski przedstawil stan statystyki matematycznej w Polsce. Nastepnie w dniu 7 wrze-
$nia 1972 roku przestal na rece prof. Bogdana Bojarskiego, sekretarza naukowego Komitetu
Nauk Matematycznych PAN, pismo precyzujace zakres dzialania oraz sklad Komisji ds.
Rozwoju Statystyki Matematycznej w Polsce.

W dniu 19 wrzesnia 1972 roku Prezydium Komitetu Nauk Matematycznych PAN na
posiedzeniu wyjazdowym w Lublinie powotalo Komisje. Stwierdzono wtedy, ze Komitet
w miare swych organizacyjnych i finansowych mozliwosci bedzie udzielal Komisji wszelkiej
niezbednej pomocy organizacyjnej i finansowe;j.

Pierwsze posiedzenie plenarne Komisji odbyto si¢ w dniu 13 lutego 1973 roku we Wro-
ctawiu. Pozwole sobie przytoczy¢ sktad osobowy Komisji I Kadencji: Prof. Jézef Lukasze-
wicz (przewodniczacy), doc. Tadeusz Calinski (wiceprzewodniczacy), doc. Bolestaw Kopo-
cinski (sekretarz), doc. Robert Bartoszynski, doc. Witold Klonecki, dr Mirostaw Krzysko,
dr Edward Niedokos, prof. Wiktor Oktaba, dr Elzbieta Pleszczynska, doc. Stanistaw Try-
bula, prof. Mieczystaw Warmus, dr Ryszard Zielinski. Zauwazmy, ze w Komisji reprezen-
towane byly cztery osrodki naukowe: Wroctaw, Warszawa, Poznan i Lublin.

Dostapilem ogromnego zaszczytu bycia cztonkiem tej Komisji, jako swiezo upieczony
doktor. Od roku 1975 Komisja kierowal prof. Tadeusz Calinski, a ja zostalem jej sekreta-
rzem.

Pierwsza konferencja pod patronatem Komisji odbyta sie¢ w Wisle w dniach 6-12 grud-
nia 1973 roku. W latach 1973-1990 zorganizowano 16 konferencji, w tym 8 pierwszych
w Wisle. Szeé¢ spoérdd nich to konferencje miedzynarodowe.

Pierwsze konferencje wislane nieodlacznie kojarza mi sie z Romanem Zmyslonym,
wspanialym organizatorem tych konferencji. Niezapomniane wrazenie pozostalo takze po
Skalnicy, miejscu obrad. W przeszklonej sali wiatlo chlodem, a uczestnicy byli okryci ko-
cami. Ale poczatki sg zawsze trudne.

W latach 1991-2012, z woli Komitetu Matematyki PAN, kierowanego przez prof. An-
drzeja Biatynickiego-Birule, przewodniczytem tej Komisji. W tym czasie zorganizowane
zostaly 22 konferencje ze statystyki matematycznej, w tym 16 w Wisle, 2 w Bedlewie
i po jednej w Poznaniu, Jachrance, Lagowie oraz Szklarskiej Porebie. Szes¢ z nich byly
konferencjami miedzynarodowymi.

Stowo ,Wista”, w srodowisku statystykow i nie tylko, jest rozpoznawalna marka do
dzisiaj.

Z biegiem lat warunki zakwaterowania i obrad poprawialy sie. Mile wspominam Gawre,
znakomity hotel z bardzo dobrym zakwaterowaniem i wyzywieniem, wieczorne spotkania
z opowiesciami Antoniego Dawidowicza, wspaniate bankiety i wycieczki po okolicach Wi-
sty. Ale to juz wspomnienia.

Moim gtéwnym zadaniem, jako przewodniczacego Komitetu, byto wskazywanie orga-
nizatorow poszczegdlnych konferencji, zadanie trudne, bo chetnych byto niewielu oraz za-
bieganie o Srodki finansowe na organizacje kolejnych konferencji. Korzystny byt grudniowy
termin odbywania konferencji. Nikt w tym terminie juz konferencji nie organizowat. Ko-



mitetowi Matematyki pod koniec roku zostawaly zawsze pewne kwoty i zwracano sie do
mnie z propozycja ich wykorzystania. Nigdy nie odmawiatem.

Oprécz organizacji konferencji ze statystyki matematycznej warto wspomnie¢ o innych
dzialaniach przyczyniajacych sie do rozwoju statystyki matematycznej w Polsce.

Dzigki zyczliwosci prof. Wiadystawa Orlicza, w roku 1966 w Poznaniu, powotano srodo-
wiskowe seminarium ze statystyki matematycznej i jej zastosowan, ktérym kierowal doc.
Tadeusz Calinski. Na seminarium tym goscito wielu znakomitych statystykow z calego
Swiata, miedzy innymi prof. C.R. Rao. Bylem pierwszym wyksztatconym przez profesora
Tadeusza Calinskiego doktorem. Doktoraty byty przeprowadzane przez moja macierzysta
Uczelnie, Uniwersytet im. Adama Mickiewicza. Przetartem szlak. Szlakiem tym podazyly
jeszcze 24 inne osoby wypromowane przez Profesora, miedzy innymi profesorowie: Jerzy
Baksalary, Bronistaw Ceranka, Radostaw Kala, Michal Karonski oraz Stanistaw Mejza.

Na poczatku lat siedemdziesigtych we Wroctawskim Oddziale Instytutu Matematycz-
nego PAN uruchomione zostaly studia doktoranckie ze statystyki matematycznej kiero-
wane przez doc. Witolda Kloneckiego. Z tych studiéw wywodza sie tacy znakomici profe-
sorowie jak: Tadeusz Bednarski, Stanistaw Gnot, Teresa Ledwina, Czestaw Stepniak oraz
Roman Zmyslony.

W dniach 21-23 wrzednia 1970 roku w Lublinie, z inicjatywy prof. Wiktora Oktaby,
zorganizowana zostala pierwsza konferencja pod nazwa Kolokwium Biometryczne. W tym
roku w Olsztynie w dniach 7-10 wrzesnia odbylo sie pieédziesiate czwarte Miedzynaro-
dowe Kolokwium Biometryczne. Konferencje te przyczynilty sie w znakomitym stopniu do
rozwoju biometrii i statystyki matematycznej w Polsce.

W tym roku w Checinach organizowana jest po raz pietdziesiaty konferencja ,,Sta-
tystyka Matematyczna”, a wiec Jubileusz. Niestety ze wzgledéw zdrowotnych nie wezme
udziatlu w tej konferencji. Tg droga Uczestnikom przesytam serdeczne pozdrowienia i zy-
czenia mitego spedzenia czasu konferencyjnego.
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Rafal Kulik

University of Ottawa, Kanada

Rafal Kulik jest profesorem zwyczajnym w Instytucie
Matematyki i Statystyki Uniwersytetu w Ottawie. Uzy-
skal tytul magistra na Uniwersytecie w Ulm (Niemcy)
oraz stopiert doktora na Uniwersytecie Wroctawskim (Pol-
ska). Po doktoracie spedzil trzy lata na stazu podoktor-
skim na Uniwersytecie w Ottawie. Nastepnie zostal za-
trudniony jako profesor w Szkole Matematyki i Staty-
styki Uniwersytetu w Sydney (Australia). Do Uniwersy-
tetu w Ottawie dotaczyl w 2007 roku.

Zainteresowania badawcze Rafala Kulika obejmuja:
twierdzenia graniczne dla proceséw stacjonarnych i nie-
stacjonarnych, szeregi czasowe z ciezkimi ogonami, teorie
wartosci ekstremalnych, prywatno$¢ danych. Opublikowal dwie monografie naukowe i po-
nad 60 artykutéw w wiodacych czasopismach naukowych. Jego badania nad teoria wartosci
ekstremalnych i uczeniem maszynowym sa obecnie finansowane przez NSERC i CANSSI
(Kanadyjski Instytut Nauk Statystycznych), podczas gdy badania nad prywatnoscia da-
nych sg finansowane przez MITACS i Biuro Komisarza ds. Prywatnosci.

Rafal Kulik jest czlonkiem komitetéw redakcyjnych w Stochastic Processes and their
Applications, Extremes, Electronic Journal of Statistics, Canadian Journal of Statistics.
Od 1 stycznia 2026 roku obejmie stanowisko redaktora naczelnego czasopisma Eztremes.

Rafat Kulik petnit funkcje dyrektora Instytutu Matematyki i Statystyki w latach 2016—
2019 i 2022-2023. Jest cztonkiem Rady Gubernatoréw Uniwersytetu w Ottawie oraz Grupy
Ewaluacyjnej ds. Matematyki i Statystyki NSERC (National Science and Engineering
Research Council).

Non-stationary time series with heavy tails

Data in finance, insurance, climate or machine learning algorithms exhibit non-standard
features such as non-stationarities, slowly decaying correlations or heavy tails. Such data
cannot be modelled by classical stationary Gaussian-like time series. Rather, one needs to
consider non-stationary time series with heavy tails. Dealing with such time series may lead
to non-standard behaviour in central limit theorem (CLT') or extreme value theory (EVT).
As such, the goal of this talk is to review current results on heavy tails and extremes of
non-stationary heavy-tailed time series.

FIRST LECTURE:

1) We will start with briefly reviewing briefly limit theorems (CLT and EVT) for sta-
tionary, light-tailed (Gaussian-like) time series.

2) In the second step we will extend the aforementioned results to stationary, heavy-
tailed time series.

3) In the next step, we will present different non-stationary models that have appeared
in the literature, underlying practical motivations (data modelling, ML algorithms).
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4) We will then discuss different limit theorems for very simple non-stationary models.
In articular, we will give limiting results for sample maxima. These results will reveal
different behaviour of the maxima for the entire sample and for blocks. It has an
influence on statistical inference. For example, the classical estimators of the tail
index (that characterizes how heavy is the tail) are inconsistent just due to non-
stationarity.

SECOND LECTURE:

In this lecture I will discuss probabilistic properties of a special class of non-stationary
time series that stem from Stochastic Gradient Descent, the optimization algorithm that
is widely used in Machine Learning. It was empirically observed that some characteristic
of SGD exhibit heavy tails.

In this talk we will (partially) explain the mechanisms that lead to emergence of heavy
tails in both online and offline SGDs. Furthermore, we will study SGD through the lenses
of stochastic processes obtaining stable convergence.

We will finish with a list of (many) open problems.
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Hernando Ombao
King Abdullah University of Science and Technology, Arabia Saudyjska

Hernando Ombao jest profesorem statystyki na King
Abdullah University of Science and Technology (KAUST)
w Arabi Saudyjskiej. Pelni funkcje kierownika grupy ba-
dawczej Biostatistics Group. Jego badania dotycza modeli
statystycznych dla szeregéw czasowych o dynamicznych
i ztozonych strukturach, motywowane problemami z za-
kresu neurobiologii, medycyny oraz zdrowia publicznego.
Przed podjeciem pracy w KAUST pracowal na uniwer-
sytetach w Stanach Zjednoczonych: University of Califor-
nia, Irvine; Brown University; University of Illinois oraz
University of Pittsburgh.

Profesor Ombao jest wspdtautorem monografii
»,2Handbook of Statistical Methods for Neuroimaging”. W 2019 roku petnit funkcje przewod-
niczacego sekcji Statistics in Imaging American Statistical Association (ASA), a w 2020
roku przewodniczacego komitetu nagréd Council of Presidents of the Statistical Societies.
Byt cztonkiem panelu Biostatystyka w sekcji oceny projektéw Narodowych Instytutéw
Zdrowia (NIH). W 2017 roku otrzymatl nagrode Mid-Career za wybitne osiagniecia badaw-
cze na UC Irvine. Byl takze gtéwnym wykonawca kilku projektéow finansowanych przez
US National Science Foundation.

Pehit funkcje zastepcy redaktora w czasopismie Journal of the Royal Statistical So-
ciety, Series B, a obecnie pelni te funkcje w czasopismach Journal of the American Sta-
tistical Association, Annals of Applied Statistics oraz Data Science in Science. Jest takze
wspdlzatozycielem i wspotredaktorem nowego czasopisma Statistics and Data Science in
Imaging. W 2016 roku zostal wybrany czlonkiem (Fellow) American Statistical Associa-
tion, a w 2024 roku — Institute of Mathematical Statistics.

Overview of Methods for Characterizing Dependence
in Multivariate Time Series

Multivariate time series data is being collected in all facets of life. In the world of fi-
nance, stock shares from different companies and sectors. In medical science, blood glucose,
heart rate, blood pressure are continuously measured by wearable devices. In neuroima-
ging, brain signals are observed from many different locations or nodes in a brain network.
There is a canonical goal in analyzing these data. The stock trader or personal investor
is keen to understand the dynamics across stocks, in particular, how a stock index in one
company may influence that of another. In neuroscience, modeling dependence between
nodes in a brain network is central to understanding underlying neural mechanisms such
as perception, action, and memory. In this talk, structured into two parts, we present
a broad range of statistical methods for characterizing dependence in a brain network.
We first review a general framework which decomposes each signal into various frequency
components and then characterize the dependence properties through these oscillatory
activities. The unifying theme across the talk is to explore the strength of dependence and
possible lead-lag dynamics through filtering. The proposed framework has the capacity
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to represent both linear and non-linear dependencies that could occur instantaneously or
after some delay (lagged dependence).

In the first part of the talk, some of the most prominent frequency domain measu-
res such as coherence, partial coherence, and dual-frequency coherence can be derived as
special cases under this general framework. Coherence can be viewed in the proposed fra-
mework as the maximal squared correlation between oscillations from a pair of nodes. It
gives a more specific information that correlation because it identifies the frequency bands
that drive the dependence between nodes. This is followed by a discussion on methods
for characterizing dependence between a pair of communities (of nodes) under the high
dimensional setting. Here, we will introduce our proposed Kendall’s Canonical Coherence
(KenCoh). The classical method of Canonical Correlation Analysis (CCA) is limited to
capturing linear associations, cross-sectional studies, and is sensitive to heavy-tailed obse-
rvations. The proposed KenCoh method mitigates the limitations by using a rank-based
approach under elliptic symmetry. It captures non-linear associations and is robust against
outliers. The work presented here is limited to multiple independent trials of multivariate
time-series, which can be extended to accout for across-trials correlation which is the usual
set-up of experimental studies.

In the second part of the talk, we will briefly describe current work on information-
theoretic measures of connectivity. This class of measures are based on joint (and conditio-
nal) distributions rather than just the first two moments. The proposed spectral transfer
entropy (STE) quantifies the magnitude and direction of information flow from a certain
frequency-band oscillation of a channel to an oscillation of another channel. The main
advantage of our proposed approach is that it allows adjustments for multiple compari-
sons to control family-wise error rate. Another novel contribution is a simple yet efficient
estimation method based on vine copula theory that enables estimates to capture zero
(boundary point) without the need for bias adjustments. With the vine copul representa-
tion, a null copula model, which exhibits zero STE, is defined, making significance testing
for STE straightforward through a standard resampling approach. The advantages of our
proposed measure through some numerical experiments and provide interesting and novel
findings on the analysis of EEG recordings linked to a visual task. Following the discus-
sion on STE, we will present an approach to testing for (Granger) causality using deep
neural networks. Here, the conditional dependence of expressed via the conditional mean
which is a non-specified functional of all past observations. This approach is very general
though highly computationally intensive and thus we will adopt the principle of dropouts
to execute the computation. The last part of this talk will cover some new techniques for
characterizing lead-lag dependence which may differ across different scales. For example,
the lead-lag relationship between a pair of stocks may differ depending on the time scale
(e.g., hourly vs weekly).

This is joint work with the Mara Talento, Sarbojit Roy, Sipan Aslan, Malik Sultan and
Paolo Redondo of the Biostatistics Group at KAUST. Moreover, Adam Sykulski (Imperial
College) is also collaborating with the KAUST Group on the last topic on frequency-
specific lead-lag dependence.
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Sesja historyczna




Jacek Koronacki

Od roku 2021 jest profesorem emerytowanym Insty-
tutu Podstaw Informatyki PAN, ktérego wczesniej byt
dhugoletnim dyrektorem. Tytul profesora nauk technicz-
nych uzyskal w roku 1999. Stopien dra habilitowanego
nauk matematycznych w zakresie matematyki (statystyka
matematyczna) nadala mu Rada Naukowa Instytutu Ma-
tematycznego PAN w roku 1988.

Prace dra J. Koronackiego z lat 1970-tych, dotyczace
algorytméw optymalizacji metodami szukania losowego,
wskazaly nowy kierunek rozwoju tego obszaru badan.
Prace dra hab. Koronackiego z przetomu lat 1980-tych
i 1990-tych, dotyczace trudnych probleméw praktycznej
estymacji funkcji statystycznych, zostaly zauwazone przez
uznanych specjalistéw na Swiecie i mialy pewien udziat
w wyznaczeniu nowych kierunkéw badan réwniez w tym
obszarze. W ostatnich latach swojej pracy zawodowej prof. Koronacki zaproponowat ory-
ginalne podejscie do waznej klasy trudnych probleméw klasyfikacyjnych w dziedzinie ma-
szynowego uczenia sie, otwierajac droge do uzyskiwania na $wiecie nowych wynikéw m.in.
na polu badan genomicznych i proteomicznych.

Jest autorem albo wspétautorem kilkudziesieciu publikacji, zwykle o zasiegu miedzy-
narodowym, w tym 6 monografii (dwéch o zasiegu miedzynarodowym). Zredagowal wiele
tomoéw prac zbiorowych o zasiegu miedzynarodowym. Byt cztonkiem komitetéw programo-
wych dziesigtkow konferencji miedzynarodowych oraz cztonkiem komitetéw redakcyjnych
kilku czasopism o zasiegu miedzynarodowym.

Wyktadal przez wiele lat w Polsce, gléwnie na Politechnice Warszawskiej, ale réwniez
w USA, Australii i Argentynie. Prowadzil prace B4+R dla wielu podmiotéw, np. dla Ford
Motor Co., dla Bank of America oraz Koncernu Orlen S.A.

Byt czlonkiem Rad Naukowych kilku instytutéw badawczych (najdiuzej Rady Nauko-
wej Instytutu Badan Systemowych PAN, w tym przez dwie kadencje jej przewodniczacym)
oraz wielu zespoléw NCN i NCBiR. Przez wiele lat byt cztonkiem Komisji Statystyki Ko-
mitetu Matematyki PAN. Przez 8 lat byt cztonkiem Europejskiego Komitetu Regionalnego
Towarzystwa Statystyki Matematycznej i Prawdopodobienstwa im. Bernoulliego (w kaden-
cji 1998-2000 jego przewodniczacym). Od roku 2002 jest czlonkiem (Fellow) brytyjskiego
Instytutu Matematyki i Jej Zastosowan (Institute of Mathematics and Its Applications).
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Roman ZmysSlony

Byl profesorem (prof. dr hab.) Uniwersytetu Zie-
lonogérskiego. Przez jedna kadencje petnit funkcje dy-
rektora Instytutu Matematyki Uniwersytetu Zielonogor-
skiego. Do 2024 roku pracowal w Zakladzie Statystyki
Matematycznej i Ekonometrii, ktérym kierowat.

Urodzit sie w 1946 roku. Studia matematyczne ukon-
czyl na Uniwersytecie Wroctawskim w 1969 r. Doktorat
obronit w Instytucie Matematycznym PAN w 1974 r. Te-
mat pracy: ,Kwadratowe nieobciazone estymatory kom-
ponentéw wariancyjnych w modelach losowych”. Habilita-
cje uzyskal w 1987 r. na podstawie pracy ,Nieobcigzona
estymacja w modelach liniowych” W 2001 r. otrzymat
tytul profesora nauk matematycznych.

Specjalizuje sie w statystyce matematycznej. Wypro-
mowal pieciu doktoréw i okoto 80 magistréw. Jest auto-
rem ponad 80 publikacji naukowych, w tym wielu prac miedzynarodowych. Wspotpracuje
z matematykami z réznych krajéw (m.in. Meksyk, Niemcy, USA, Austria, Stowacja). Byt
wspdblorganizatorem 13 konferencji z zakresu statystyki matematycznej, w tym 5 miedzy-
narodowych. Redaktor naczelny czasopisma Discussiones Mathematicae — Probability
and Statistics.

Pracowal na Uniwersytecie Zielonogérskim od 1993 r. (wczesniej Instytut Matema-
tyki Politechniki Zielonogorskiej). Bral udzial w szeregu grantéw naukowych. Za swoja
dziatalno$¢ naukows i dydaktyczng otrzymal nagrody, m.in. dwie od Ministra Edukacji
Narodowej oraz jedng od Sekretarza Naukowego PAN.

W 2016 r. obchodzono jego jubileusz — 70. urodziny i 44 lata pracy naukowej i dy-
daktycznej. Jest ceniony za wklad w rozwdj statystyki matematycznej w Polsce.
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Program konferencji




Poniedziatek, 8 grudnia 2025 r.

’ Referaty konkursowe ‘

07:30-08:30 | Sniadanie
08:45-08:55 | Otwarcie konferencji
08:55-09:30 | Roman Zmys$lony, Sesja historyczna
Jacek Koronacki
09:30-10:30 Rafal Kulik Non-stationary time series with heavy tails (I)
10:30-10:50 | Przerwa
10:50-11:10 | Malgorzata Bogdan Statistics and Machine Learning in
Astrophysics: Current Work and Future
Directions
11:10-11:30 Filip Wichrowski, | Péladzorowane niejednorodne ukryte modele
Katarzyna Markowa
Kaczmarek-Majer
11:30-11:50 | Katarzyna Szczerba, | Al-informed Non-linear Cox Regression for
Laurent Malisoux, Time-to-event Analysis
Christophe Ley
11:50-12:10 Alicja Jokiel-Rokita, | Estimation of inequality measures for grouped
Sylwester Pigtek data
12:10-12:40 | Przerwa
12:40-13:00 Krzysztof Rudas, Selekcja zmiennych w modelowaniu
Magdalena Bartczak przyczynowym przy uzyciu informacji
wzajemnej
13:00-13:20 Wojciech Niemiro Directed information in graphical models of
causality
13:20-13:40 Szymon Czy modele przyczynowe sa niestabilne?
Jaroszewicz, Znaczenie randomizacji
Krzysztof Rudas
14:00-15:00 | Obiad
16:00-16:20 Narayanaswamy Sygnatura dyskretnych systeméw
Balakrishnan, He Yi, niezawodnosciowych
Agnieszka Goroncy
16:20-16:40 | Krzysztof Jasinski, | Estymatory najwiekszej wiarygodnosci oparte
Anna Dembinska na dyskretnych czasach zycia komponentéw
w systemie k-sposréd-n
16:40-17:00 Narayanaswamy ¢—Divergence of System Lifetimes

Balakrishnan, Maria
Kateri, Magdalena
Szymkowiak
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17:00-17:20 Tomasz Rychlik, Warunki zachowania porzadkéw transformacji
Magdalena czasow zycia komponentéw o jednakowym
Szymkowiak rozkladzie przez czas zycia systemu
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Wtorek, 9 grudnia 2025 r.

Referaty konkursowe

08:00-09:00 | Sniadanie
09:30-10:30 Rafal Kulik Non-stationary time series with heavy tails (II)
10:30-10:50 | Przerwa
10:50-11:10 Lukasz Lenart Stacjonarnoé¢ szeregdéw czasowych o
wlasnosciach cyklicznych
11:10-11:30 Anna E. Dudek, Statistical Properties of Oscillatory Processes
Fukasz Lenart, with Stochastic Modulation in Amplitude and
Bartosz Majewski Time
11:30-11:50 Cristian Felipe A GNAR-Based Framework for Spectral
Jiménez-Varén, Estimation of Network Time Series:
Marina I. Knight Application to Global Bank Network
Connectedness
11:50-12:10 Dominique Dehay, Harmonizable VARMA processes: spectrum,
Anna E. Dudek, simulation, and parameter estimation
Jean-Marc
Freyermuth
12:10-12:40 | Przerwa
12:40-13:00 Filip Pazio Wiasnosci asymptotyczne estymatora
najwiekszej wiarogodnosci w dyskretnych
probach cenzurowanych typu II i uktadach
k-z-n
13:00-13:20 Agnieszka Goroncy, | Lifetimes and joint distributions of numbers of
Krzysztof Jasinski, components in each state for multi-state
Jakub Sadowy discrete k-out-of-n systems
13:20-13:40 | Katarzyna Mamla, Selekcja zmiennych w modelowaniu
Krzysztof Rudas réznicowym przy zalozeniu ograniczonego
budzetu
14:00-15:00 | Obiad
16:00-16:20 Malgorzata Bogdan, PCGLASSO: wykrywanie hubéw w modelach
Adam Przemystaw grafowych
Chojecki, Ivan Hejny,
Bartosz Kotodziejek,
Jonas Wallin
16:20-16:40 Iza Danielewska, Dyskretne parametryczne modele grafowe

Bartosz Kotodziejek
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17:50-18:30 Lestaw Gajek, Zastosowania twierdzenia Banacha o punkcie
Marcin Rudz stalym do szacowania rozktadu deficytu
W momencie ruiny
18:30-18:50 | Agata Boratynska Odpornosé sktadki ubezpieczeniowej

w bayesowskim modelu ryzyka kolektywnego
na zaburzenia niezaleznosci czestosci liczby
szkdd i wartosci oczekiwanej ich wielkosci




Sroda, 10 grudnia 2025 r.

08:00-09:00 | Sniadanie
09:30-10:30 Hernando Ombao Overview of Methods for Characterizing
Dependence in Multivariate Time Series (I)
10:30-10:50 | Przerwa
10:50-11:10 Konrad Klasyfikacja PU przy naruszeniu zalozenia
Furmanczyk, SCAR z zastosowaniem klasteryzacji i regresji
Kacper Paczutkowski logistycznej
11:10-11:30 Pawel Teisseyre, Positive-Unlabeled Regression: learning from
Jan Mielniczuk partially labeled quantitative outcomes
11:30-11:50 Iréne Gijbels, Assessing variability of kernel-based estimators
Malgorzata Lazecka, of label shift
Jan Mielniczuk,
Johan Segers
11:50-12:10 Jan Mielniczuk, Prior shift estimation for positive unlabeled
Wojciech Rejchel, data
Pawel Teisseyre
12:10-12:40 | Przerwa
12:40-13:00 Xabier Iriarte, Julen D-optymalne rozmieszczenie tensometrow
Bacaicoa, Jokin
Aginaga, Aitor Plaza,
Anna
Szczepanska-Alvarez
13:00-13:20 Mateusz John, Testowanie hipotez dotyczacych macierzy
Adam Mieldzioc kowariancji o strukturze wstegowej Toeplitza
13:20-13:40 Wasyl Kowalczuk | Deformed sphere as a new reference model for
the geoid
14:00-15:00 | Obiad
15:15-17:00 | Wycieczka
17:50-18:10 Piotr Nowak Nieobciazona estymacja wykltadniczej
niezawodnosci na podstawie danych
lewostronnie cenzurowanych
18:10-18:30 Augustyn Wtiasnosci BLUE w blednie
Markiewicz wyspecyfikowanym modelu liniowym
18:30-18:50 | Monika Mokrzycka, Improved entropy loss estimation of the
Pawet Krajewski separable covariance structure under
high-dimensionality
19:00-20:00 | Kolacja
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Czwartek, 11 grudnia 2025 r.

08:00-09:00 | Sniadanie
09:30-10:30 Hernando Ombao Overview of Methods for Characterizing
Dependence in Multivariate Time Series (II)
10:30-10:50 | Przerwa
10:50-11:10 | Grzegorz Wylupek | A bootstrap test for the one-sided two-sample
right-censored model
11:10-11:30 | Katarzyna Filipiak | Estimation and sufficiency under the extended
growth curve model with random nuisance
parameters
11:30-11:50 Aldo William The interval censored regression models under
Medina Garay, asymmetric distributions
Yessenia A. Gil,
Victor H. Lachos
11:50-12:10 | Francyelle de Lima Parameter Estimation and Forecasting for
Medina, Patrice Zero-Inflated Discrete Time Series
Bertail, Aldo M. Garay
12:10-12:40 | Przerwa
12:40-13:00 Przemystaw O testowaniu jednorodnosci rozproszenia na
Grzegorzewski, Yan podstawie danych przedziatowych
Sun, Maha Moussainst
13:00-13:20 Piotr Szulc Czy znamy wynik tegorocznych wyboréw
prezydenckich?
13:20-13:30 | Zakonczenie konferencji
13:30 Obiad
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Statistics and Machine Learning in Astrophysics: Current
Work and Future Directions

Malgorzata Bogdan

University of Wroclaw

Language of the presentation: English

Gamma-Ray Bursts (GRBs) are among the most powerful electromagnetic explosions
in the universe, reaching us from distances corresponding to nearly 13 billion years ago.
They provide a rare window into the earliest phases of cosmic evolution. Yet, their potential
for cosmological studies is limited, as only a small fraction of GRBs have spectroscopically
confirmed redshifts obtained from ground- and space-based observations. To address this,
we are developing statistical and machine learning techniques for estimating redshifts from
other observable properties and for the early identification of high-redshift GRBs that can
be rapidly followed up by satellite telescopes.

In this talk, I will present ongoing work carried out in collaboration with Prof. Maria
Dainotti’s team and discuss future directions of research in this area.

References

[1] Narendra A., Dainotti M. G., Sarkar M., Lenart A. ¥.., Bogdan M., Pollo A., Zhang
B., Rabeda A., Petrosian V., Iwasaki K., Gamma-ray burst redshift estimation using
machine learning and the associated web app, Astrophysics& Astronomy, 698 (2025),
A92.

[2] Dainotti M. G., Narendra A., Pollo A., Petrosian V., Bogdan M., Iwasaki K., Pro-
chaska J. X., Rinaldi E., Zhou D., Gamma-ray bursts as distance indicators by a sta-
tistical learning approach, The Astrophysical Journal Letters, 967 (2024), L30.

[3] Dainotti M. G., Bhardwaj S., Cook C., Ange J., Lamichhane N., Bogdan M., McGee
M., Nadolsky P., Sarkar M., Pollo A., Nagataki S., GRB Redshift Classifier to Fol-
low up High-redshift GRBs Using Supervised Machine Learning, The Astrophysical
Journal Supplement Series, 277 (2025), 31.
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Odpornos¢ sktadki ubezpieczeniowej w bayesowskim modelu
ryzyka kolektywnego na zaburzenia niezaleznosci czestosci
liczby szkdd i wartosci oczekiwanej ich wielkoSci

Agata Boratynska
Kolegium Analiz Ekonomicznych, Szkota Gléwna Handlowa SGH

Jezyk prezentacji: polski

Jednym z gléwnych zadan w ubezpieczeniach jest kalkulacja sktadki, ktora zalezy od
zmiennych losowych opisujacych liczbe i wartosci szkéd. Rozwazamy problem odpornosci
sktadki kolektywnej i bayesowskiej przy niepelnej wiedzy a priori dotyczacej zaburzenia
niezalezno$ci pomiedzy zmiennymi opisujacymi czestos¢ i wartos¢ oczekiwana wielkosSci
szkody. Tradycyjnie w modelach te zmienne sa niezalezne, ale zastosowania pokazuja, ze nie
musi tak by¢. Celem jest zbadanie wplywu zaleznosci i wyznaczanie sktadek optymalnych.

Rozpatrzono dwie klasy rozktadéw a priori. W pierwszej wykorzystano kopule FGM,
w drugiej opisano pewne zaleznosci pomiedzy dwoma rozktadami typu epsilon-zaburzenie.
W obu klasach rozktady a priori maja forme pewnych liniowych kombinacji dwuwymiaro-
wych rozktadéw a priori. Estymowana jest sktadka indywidualna i do otrzymania sktadki
kolektywnej oraz bayesowskiej wykorzystano kwadratowa funkcje straty. Przy obu rodzi-
nach rozktadow a priori wyznaczono oscylacje sktadki kolektywnej i bayesowskiej oraz, jako
sktadki optymalne, wyliczono sktadki o gamma minimaksowej utracie a priori i a poste-
riori. Zaprezentowano sytuacje, gdzie zaleznos¢ pomiedzy zmiennymi opisujacymi czestosé
i wartos¢ oczekiwang wielkosci szkody nie ma wplywu na sktadke kolektywna.

Wyniki wykorzystano w przykltadzie numerycznym, w ktérym mimo niewielkiej zalez-
noéci (wyrazonej wspolczynnikami korelacji) wplyw na skladke bayesowska jak i mnoznik
sktadki w systemie bonus-malus jest istotny.
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PCGLASSO: wykrywanie hubéw w modelach grafowych

Malgorzata Bogdan', Adam Chojecki?, Ivan Hejny?>,
Bartosz Kolodziejek?, Jonas Wallin?

nstytut Matematyczny, Uniwersytet Wroctawski
2Wydzial Matematyki i Nauk Informacyjnych, Politechnika Warszawska
3Katedra Statystyki, Uniwersytet w Lund

Jezyk prezentacji: polski

W pracy przedstawiono metode Partial Correlation Graphical LASSO (PCGLASSO)
— niezalezny od skalowania odpowiednik klasycznego GLASSO, w ktérym karana jest
macierz czeSciowych korelacji zamiast macierzy precyzji. Takie ujecie niestety prowadzi
do niewypuklego zadania optymalizacyjnego, jednak umozliwia dokladniejsze odtwarzanie
struktury graféw o zréznicowanej wariancji wierzchotkéw, zwlaszcza w sieciach typu hub
(graféw z nielicznymi krawedziami, lecz wierzchotkami o duzym stopniu).

Opracowano nowy, efektywny algorytm oparty na naprzemiennej optymalizacji wzgle-
dem macierzy skalujacej, oraz wzgledem macierzy korelacji, wykorzystujacy zmodyfiko-
wany szybki solver GLASSO.

Przeprowadzono analize teoretyczna, obejmujaca warunek reprezentowalnosci stab-
szy niz w GLASSO (co sprzyja wykrywaniu struktur typu hub) i gwarantujacy spéj-
nos¢ wyboru modelu. Wyniki symulacji oraz analiza danych genowych potwierdzaja, ze
PCGLASSO skutecznie identyfikuje huby, czyli wezly centralne w sieciach.

Literatura

[1] Bogdan M., Chojecki A., Hejny I., Kolodziejek B., Wallin J., Identifying Ne-
twork Hubs with the Partial Correlation Graphical LASSO, arXiv preprint (2025),
arXiv:2508.12258.

[2] Friedman J., Hastie T., Tibshirani R., Sparse inverse covariance estimation with the
graphical lasso, Biostatistics, 9 (2008), 432—-441.

[3] Carter J.,Lin S., Yuan M., The Partial Correlation Graphical LASSO, arXiv preprint
(2024), arXiv:2405.01639.
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Dyskretne parametryczne modele grafowe

Iza Danielewska, Bartosz Kotodziejek

Politechnika Warszawska

Jezyk prezentacji: polski

Przy modelowaniu zlozonych zaleznosci miedzy zmiennymi losowymi pomocne sa na-
rzedzia skutecznie taczace strukture grafows z ujeciem probabilistycznym. W przypadku
danych zliczeniowych role taka pelnia dyskretne parametryczne modele grafowe, ktore po-
zwalaja opisywaé zaleznosci miedzy licznosciami w powigzanych grupach zmiennych.

W dotychczasowej pracy [1] wprowadzono grafowe odpowiedniki rozkladéw wielomia~
nowego i ujemnego wielomianowego, opisujace schematy losowania ze zwracaniem. Przed-
stawiane podejscie rozszerza te idee, definiujac grafowy rozktad hipergeometryczny oraz
grafowy ujemny rozklad hipergeometryczny, ktore modeluja procesy losowania bez zwra-
cania. Modele te posiadaja globalng wlasno$¢ Markowa dla graféw dekomponowalnych
oraz wykazuja strukturalng spdjnosé¢ z wczedniejszymi konstrukcjami, co pozwala inter-
pretowac je jako czesé szerszej rodziny rozktadow grafowych.

Proponowane modele moga znalezé zastosowanie w analizie ztozonych zaleznosci wie-
lowymiarowych w danych dyskretnych, gdzie wystepuja ograniczenia zasobéw lub spe-
cyficzne zaleznos$ci miedzy zmiennymi. Jednoczesnie ich konstrukcja otwiera mozliwosé
dalszych uogélnien — zaréwno w kierunku interpretacji probabilistycznej, jak i zastoso-
wan.

Literatura

[1] Danielewska I., Kolodziejek B., Wesolowski J., Zeng X., Graphical Negative Mul-
tinomial and Multinomial Models with Dirichlet-type priors, arXiv preprint (2025),
arXiv:2301.06058.
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Estimation and sufficiency under the extended growth curve
model with random nuisance parameters

Katarzyna Filipiak

Poznan University of Technology

Language of the presentation: Polish

An extended growth curve model with fixed and random effects is considered. Under
the assumption of multivariate normality, the maximum likelihood estimators of the fi-
xed effects and the dispersion matrix are determined in a model with random nuisance
parameters without any assumption on the covariance structure and under the assump-
tion of compound symmetry. Furthermore, when the experiments are designed in balanced
complete blocks, particular symmetric matrices appear in the likelihood equations, allo-
wing closed-form expressions for the estimators. Moreover, it is shown that the vector of
sufficient statistics for the fixed effects extended growth curve model for each covariance
structure remains sufficient for the model with random nuisance parameters.

The presented results are illustrated with a real data example.

References
[1] Filipiak K., Markiewicz A., Krajewski P., Cwiek-Kupczynska H., Estimation and

sufficiency under the mized effects extended growth curve model with compound sym-
metry covariance structure, Symmetry, 17 (2025), 1901.
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Harmonizable VARMA processes: spectrum, simulation,
and parameter estimation

Dominique Dehay', Anna E. Dudek??, Jean-Marc Freyermuth?

ITRMAR-UMR CNRS 6625, University of Rennes, Rennes, France
2Faculty of Applied Mathematics, AGH University of Krakow, Krakow, Poland
3 Aix Marseille University, CNRS, 12M,Marseille, France

Language of the presentation: English

Harmonizable time series are natural extensions of stationary time series with a spec-
tral decomposition whose components are correlated. Thus, the covariance function of
a harmonizable time series is bivariate and admits a two-dimensional Fourier decomposi-
tion (Loeve spectrum). They form a broad class of nonstationary processes that has been
a subject of investigation for a long time. In this talk, we introduce a parametric form for
these harmonizable processes, namely Harmonizable Vector AutoRegressive and Moving
Average models (HVARMA). A method is then provided to generate finite time sample
realizations of HVARMA with known Loeve spectrum, and finally, a first approach to the
parameter estimation problem is discussed.

References

[1] Dehay D., Dudek A. E., Freyermuth J.M., Spectral characteristics of Harmonizable
VARMA processes, HAL preprint (2025), HAL-04324913v3.
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Klasyfikacja PU przy naruszeniu zalozenia SCAR z
zastosowaniem klasteryzacji i regresji logistycznej

Konrad Furmanczyk, Kacper Paczutkowski

Szkola Glowna Gospodarstwa Wiejskiego, Instytut Informatyki Technicznej

Jezyk prezentacji: polski

W referacie zostanie przedstawiony algorytmu korekty etykiet w klasyfikacji typu Posi-
tive-Unlabeled (PU) oparty na klastrowaniu (por. [3]). Rozwazane sa przypadki, w ktérych
warunek Selected Completely At Random (SCAR) jest spelniony, jak réowniez sytuacje,
w ktorych zalozenie to zostaje naruszone. W pierwszym kroku proponowanego algorytmu
korekta etykiet uzyskana jest za pomoca klasteryzacji metoda 2-means. Nastepnie wy-
konywana jest regresja logistyczna na oczyszczonym zbiorze danych, w ktérej etykiety
pozytywne przypisywane sg obserwacjom oznaczonym jako pozytywne przez algorytm w
pierwszym kroku oraz rzeczywistym obserwacjom pozytywnym, natomiast pozostate ob-
serwacje otrzymuja etykiete negatywna. Skuteczno$¢ metody oceniono na podstawie 11
rzeczywistych zbioréw danych pochodzacych z repozytoriéw uczenia maszynowego oraz
jednego zbioru syntetycznego. Uzyskane wyniki potwierdzaja efektywnosé zaproponowa-
nego algorytmu w przypadkach, gdy warunek SCAR jest naruszony, oraz wskazuja na
umiarkowana odpornosé¢ metody LassoJoint (poz. [I]-[2]) na takie naruszenia.
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mensional PU learning classification procedure, Computational Sciences-ICCS 2021,
Lecture Notes In Computer Science 12744, Springer, 2021, ss. 18-25.
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15 - 18 September, 2025 / Torra Viceng, Narukawa Yasuo, Domingo-Ferrer Josep
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Zastosowania twierdzenia Banacha o punkcie stalym do
szacowania rozktadu deficytu w momencie ruiny

Lestaw Gajek, Marcin Rudz
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Zaprezentowane zostana nowe zastosowania twierdzenia Banacha o punkcie stalym do
rozwigzywania pewnych probleméw matematyki ubezpieczeniowej. W zadanej przestrzeni
probabilistycznej skonstruowane zostang monotoniczne ciagi dolnych i gérnych oszacowan
rozkladu deficytu w momencie ruiny ¥ (u, y) rozwazanego jako funkcja poczatkowej nad-
wyzki u ubezpieczyciela i wysokoéci deficytu y w chwili ruiny. Bezposrednie zastosowanie
twierdzenia Banacha nie jest mozliwe, gdyz operatory ryzyka rozwazane dotychczas w lite-
raturze maja zwykle nieskoniczenie wiele punktéw statych. Nasuwa sie zatem pytanie, czy
istnieje przestrzen, w ktoérej sa one kontrakcja. Podamy rozwigzanie tego problemu, roz-
wazajac monotoniczny operator ryzyka L w odpowiednio zdefiniowanej metrycznej prze-
strzeni zupelnej (R,d,), w ktérej ¥(u, y) jest jedynym punktem stalym. Pokazemy po-
nadto, ze L jest kontrakcja na (R, d,). W konsekwencji mozliwe bedzie efektywne szaco-
wanie U(u, y) (kontrolujac przy tym blad aproksymacji), iterujac L na dowolnej funkcji z
(R,d,). Zaprezentowana metodologia moze by¢ stosowana w modelach ryzyka niewypta-
calnosci z czasem dyskretnym jak i cigglym.
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This paper proposes an interval-censored linear regression model based on the class
of asymmetric heavy-tailed distributions, denoted by scale mixtures of skew-normal di-
stributions (SMSN), providing a robust alternative to the usual Gaussian assumption in
censored regression models. A novel Expectation/Conditional Maximization algorithm is
proposed for maximum likelihood estimation, with analytical expressions at the E-step,
as opposed to Monte Carlo simulations. Our methodology is illustrated through intensive
simulations and analysis of a real data set from the Household Survey OHS99 conducted
by Statistics South Africa.
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The concept of independence plays a crucial role in probability theory and has been the
subject of extensive research in recent years. Numerous approaches have been proposed
to validate this dependency, but most of them address the problem only at a global level.
From a practical perspective, it is important not only to determine whether the data are
dependent, but also to identify where this dependence occurs and how strong it is. The
graphical presentation of results is another essential aspect that should not be neglected,
as it considerably enhances interpretability.

The main objective of this work is to propose a solution that considers both of these
aspects. Relaying on copula-based results presented in [I], we introduce a novel method
for testing statistical independence using the quantile dependence function. Rather than
assessing whether the value of the test statistic exceeds a single critical threshold and subse-
quently deciding whether to reject the independence hypothesis, we use a so-called critical
surfaces that guarantee locally equal probability of exceeding it under independence. This
approach enables a detailed examination of local discrepancies and an assessment of their
statistical significance while preserving the overall significance level of the test.

In this paper, we derive the theoretical foundations of the method and provide a proof
of the test’s consistency using one of the Berry—Esseen type bound established in [3].
Furthermore, we define these critical surfaces, propose an effective test’s implementation
procedure, and demonstrate how the method performs on several illustrative examples.
Finally, we compare the empirical power of the proposed test with that of several existing
approaches.
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W badaniach systeméw koherentnych w teorii niezawodno$ci pojecie sygnatury, wpro-
wadzone pierwotnie przez Samaniego [I], stalo sie kluczowym narzedziem w analizie wla-
Sciwosci systeméw niezawodno$ciowych, ocenie ich strukturalnej efektywnosci oraz w opra-
cowywaniu metod wnioskowania opartych na danych dotyczacych czasu zycia systemu.

W oparciu o koncepcje sygnatury zaproponowano w literaturze kilka jej rozszerzen, ta-
kich jak sygnatura przetrwania, sygnatura rozszerzona, sygnatura taczona czy sygnatura
uporzadkowana. Dotychczasowe badania koncentrowaly sie gléwnie na systemach kohe-
rentnych zlozonych z komponentéow o ciaglym czasie zycia. W praktyce jednak systemy
tego typu czesto skladaja sie z elementéw o czasie zycia dyskretnym, na przyktad gdy mo-
nitorowanie odbywa si¢ jedynie w dyskretnych momentach czasu lub gdy systemy dzialaja
cyklicznie, a obserwacje dotycza liczby cykli zakoniczonych sukcesem przed wystapieniem
awarii.

W pracy [2] rozwazamy systemy koherentne ztozone z niezaleznych komponentéw o dys-
kretnym czasie zycia i wprowadzamy pojecie sygnatury w czasie dyskretnym. Omawiamy
jej podstawowe wlasnosci, przedstawiamy wyniki dotyczace uporzadkowania stochastycz-
nego oraz formuly przeksztalceniowe umozliwiajace poréwnywanie sygnatur systeméw
o roznej liczbie komponentéw. Dodatkowo prezentujemy przyklady ilustrujace uzyskane
wyniki teoretyczne.
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Niektore procedury statystyczne, jak ANOVA, zakladaja jednorodno$é¢ rozproszenia
rozktadow, z ktérych pochodza prébki. Jesli analizujemy dane z rozktadéw normalnych,
postulowana réwno$¢ wariancji mozna weryfikowa¢ np. za pomoca testu Levene’a. W tym
celu mozna tez poshuzyé sie testem Browna-Forsythe’a, ktéry jest bardziej odporny od
testu Leven’a na odstepstwa od normalnoéci rozktadéw.

Celem niniejszego referatu jest zaprezentowanie konstrukcji testu do weryfikacji hipo-
tezy o jednorodnosci rozproszenia na podstawie danych przedzialowych. Tego typu dane
pojawiaja sie przy modelowaniu nieprecyzyjnych pomiaréw, podczas analizy fluktuacji
mierzonych wielko$ci, czy tez w sytuacjach, w ktérych dokladne wartosci liczbowe sa za-
stepowane przedziatami w celu ochrony prywatnosci.

Glowne wyzwanie przy opracowywaniu testéw statystycznych dla tego typu danych
wynika z faktu, ze tradycyjne pojecie rozkladu prawdopodobienstwa (np. normalno$¢)
nie daje si¢ w naturalny sposéb rozszerzy¢ na przedzialy losowe. Stad tez wigkszo$é ist-
niejacych testéw dla danych przedzialowych opiera sie na metodach bootstrapowych lub
technikach permutacyjnych (por. np. [1], [2]).

W referacie pokazemy, w jaki sposéb mozna wyprowadzi¢ rozklad graniczny statystyki
testowej dla przedzialéw losowych przy do$é naturalnych zalozeniach i niezbyt ograni-
czajacych warunkach regularnosci (por. [3]). Badania symulacyjne wskazuja na wysoka
skuteczno$¢ zaproponowanego testu nawet w przypadku prébek o niezbyt duzej licznosci.
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W pracy zajmujemy sie oceng modeli predykeji réznicowej (uplift modeling), stuzacej
do szacowania przyczynowych efektéw danego dzialania (terapii medycznej, akcji mar-
ketingowej) na podstawie indywidualnych cech danej osoby. Aby zapewnié przyczynowa
interpretacje modeli, dane uczace pochodzg zwykle z préob randomizowanych.

Chociaz stosowanie modeli réznicowych jest wskazane w wielu dziedzinach a ich popu-
larno$¢ rosnie, wielu autoréw [1, 2 [3] zauwaza ich ‘niestabilne’ zachowanie: bardzo duze
zmiany modelu i miar jego jakosci przy niewielkich zmianach parametréw czy metod oceny.

W literaturze proponowane sa rézne wyjasnienia tego zjawiska. W niniejszej pracy
wskazujemy czynnik, ktéry chociaz byl do tej pory ignorowany, jest naszym zdaniem
kluczowy. Czynnikiem tym jest jakosé randomizacji.

Pokazujemy, ze w przypadku wielu publicznie dostepnych zbioréw danych, przypisanie
terapii nie jest calkowicie losowe, wbhrew deklaracjom ich autoréw. Pokazujemy, ze nie-
stabilne zachowanie modeli réznicowych wystepuje wlasnie na tych zbiorach. Co wiecej,
nawet niewielkie zaburzenia randomizacji moga znaczaco wpltywaé na modele i miary ich
oceny.

W pracy przedstawiamy rowniez szereg narzedzi diagnostycznych stuzacych do oceny
wplywu ewentualnych wad randomizacji na zbudowany model. Proponujemy réwniez me-
tody oparte o wskaznik sklonnosci (propensity score) pozwalajace, w niektérych sytu-
acjach, na poprawng ocene modelu mimo braku pelnej randomizacji. Wprowadzamy réw-
niez dwie nowe metody estymacji wskaznika sktonnosci lepiej dostosowane do oceny modeli
roznicowych.
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Referat opiera sie¢ na pracach [1], [2]. Prezentowane wyniki dotycza estymacji metoda
najwiekszej wiarygodnoéci nieznanego parametru dyskretnego rozktadu czaséw zycia kom-
ponentéw w binarnym systemie k-sposréd-n, zakladajac, ze te czasy zycia sa IID zmien-
nymi losowymi. W estymacji uwzgledniamy liczbe popsutych komponentéw w systemie.
Rejestrujemy ja az do momentu (wlacznie) jego awarii. Kluczowe znaczenie ma tutaj taczny
rozktad tej liczby i czasow awarii odpowiadajacych jej komponentéw. Najpierw oméwimy
przypadek ogdlny, czyli dowolnego rozkladu dyskretnego, ktéry spelnia okreélone tagodne
warunki regularnosci. Nastepnie przeanalizujemy typowe rozklady dyskretne, takie jak
rozktad Poissona, dwumianowy, dwumianowy ujemny oraz geometryczny.
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Understanding how dependencies evolve across time and network structures is key
to analyzing complex financial systems such as global banking networks. In this talk, I
will present a novel spectral analysis framework for Generalized Network Autoregressive
(GNAR) processes, which extends traditional models by incorporating multi-stage neigh-
bourhood effects. This approach allows us to study frequency-specific interactions between
network nodes, providing deeper insights into dynamic connectivity patterns. I will intro-
duce the definition of the GNAR spectral density, coherence, and partial coherence, toge-
ther with parametric and network-penalized nonparametric estimators. Simulation studies
and an empirical analysis of global bank connectedness demonstrate that the GNAR, spec-
tral approach captures both temporal and structural features of volatility transmission
across financial networks.
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In our research we concentrate on some applications of differential geometry to geodesy
and cartography. In particular, we are interested in development of a new reference model
for the geoid (originally proposed by Faridi and Schucking back in 1987 in their paper [I])
that turns out to be a valid alternative to the classical ellipsoidal reference model (used,
e.g., in World Geodetic System 1984). The considered new reference model is based on
the concept of deformed spheres with the parameter of deformation A < 1/3 (where A =0
corresponds to the usual, non-deformed sphere).

In our paper [2] we have compared the main geometric characteristics of the deformed
spheres and the standard spheroids (ellipsoids of revolution), such as semi-major (equato-
rial) axis a and semi-minor (polar) axis b, quarter-meridian length mp, surface area S,
volume V', sphericity index ¥, and tipping (bifurcation) point 7/2 for geodesics. Using
the minimization process of the RMS error for individual pairs of the discussed geometric
characteristics, we obtain a proposition of the optimized value of the deformation para-
meter Agys = 0.003 349 672 ... for the deformed sphere’s reference model of the geoid.

Quite interestingly, it turns out that the value of the standard spheroid’s (Earth’s)
flattening factor f = 1 — b/a =~ 0.003 352 811 ... is quite a good approximation for
the obtained optimized value of the deformation parameter Agys with the relative error
§f=(f —Arms)/f ~9.362 ... x 1074

In papers [3], [4] we have also found the explicit solutions of the direct and inverse pro-
blems for loxodromes (rhumb lines) and orthodromes (geodesics) for navigation purposes
on the deformed spheres and compared the obtained results for the selected important air
routes on the Earth’s surface with the corresponding results obtained from the standard
ellipsoidal reference model WGS 84. It has turned out that there is a good agreement
in the predictions of both reference models wit relative errors of the order 1076107 in
distances and reversed azimuths and of the order 107°-10~7 in azimuths.
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W badaniach rozwazono klase szeregéw czasowych {y; : t € Z} o wlasnosciach cy-
klicznych definiowanych przez reprezentacje (dla uproszczenia z jedna czestotliwoscia \ €
(0,))

Y = ay sin(At) + By cos(At),

gdzie {(ay,B¢) : t € Z} stanowi dwuwymiarowy szereg czasowy. Réwnowaznie, mozna
zapisaé
Yt = At sin ()\(t + Pt)),

gdzie A; jest procesem amplitudy, a P; — procesem przesuniecia fazowego. Celem pracy jest
sformulowanie warunkéw gwarantujacych stacjonarnosé szeregu czasowego {y; : t € Z}.

W literaturze analizowany jest gléwnie przypadek, gdy (o, 8;) jest stacjonarnym szere-
giem czasowym gaussowskim o zerowej sredniej (por. [1], [2], [3]), co zapewnia jednoczesnie
stacjonarnos$¢ i gaussowskos$é procesu {y; : t € Z}. Przypadek ten jednak wprowadza $cisty
zwiazek pomiedzy pierwszymi dwoma momentami procesu amplitudy A; = \/a% + Bf, co
istotnie ogranicza jego zastosowania (np. w analizie sygnaléw EKG, plam na storicu czy
cyklicznosci koniunkturalnej).

W pracy zostana sformulowane warunki konieczne i wystarczajace stacjonarnosci (w
sensie wezszym 1 szerszym) szeregu czasowego {y;}. W szczegblnosci rozwazone zostana
przypadki:

8) (a1, Br) = X520 Wnler—i, ), gdzie Y32 [l < 00, a (er,€) jest dwuwymiarowym
bialym szumem o rozktadzie sferycznym,

b) proces amplitudy A; jest stacjonarny i niezalezny od procesu przesuniecia fazowego
Py, ktory jest procesem bladzenia przypadkowego z szumem gaussowskim.

Dodatkowo przeanalizowana zostanie wlasnosé a-mieszania w przypadku (b).
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Single-index models are widely used in many models because they combine the flexibi-
lity of nonparametric methods with the efficiency of parametric ones, helping to overcome
the curse of dimensionality. We introduce the Single-Index Approximative Regenerative
Block Bootstrap (SARBB), a new bootstrap algorithm designed for single-index models
of Markov processes of the form

Xip1 = 9(8'Xe) + €41

We propose a consistent estimation method for both the parametric and nonparametric
parts of the single-index Markov chain of the above model. We propose a reduction algori-
thm that transforms the original high-dimensional process into a one-dimensional Markov
chain. After the reduction step, we apply the Nummelin splitting technique together with
the bootstrap algorithm developed for one-dimensional setting (see [1]). We present the-
oretical results on the consistency of the SARBB method and the convergence rate of the
estimator for the nonparametric component. Finally, we illustrate the application of our
algorithm with a simulation example.
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Beran in [I] established necessary and sufficient conditions for the validity of the boot-
strap in certain regular models (in the Hajek—Le Cam sense) for locally regular statistics.
Although these results were originally formulated for the i.i.d. case, they remain applica-
ble to dependent data under suitable regularity assumptions. The theoretical framework
adopted here originates from Le Cam (see [3]), who introduced the notion of contiguity
and the class of Locally Asymptotically Normal (LAN) experiments to study the asymp-
totic properties of parametric models in a unified and elegant way. Within this framework,
asymptotic inference can be developed in terms of local experiments that approximate the
original statistical models.

It turns out that, for models possessing the LAN property, the local asymptotic equiva-
riance of an estimator is equivalent to the convergence of the intuitive bootstrap distribu-
tions to the correct limit distribution. As noted in [2], many time series models naturally
fall within this framework, which allows one to employ these asymptotic arguments for
establishing the validity and consistency of bootstrap estimators in parametric time series
settings.

In this work, we extend Beran’s results to dependent data and propose a generalization
of Theorem 2.1 from [I] to models satisfying the Locally Asymptotically Mixed Normal
(LAMN) property. This broader framework is particularly relevant for nonstationary time
series models, many of which exhibit the LAMN structure, and therefore provides a the-
oretical foundation for understanding bootstrap procedures in such contexts.
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Analysis of cyclical data is a key component of statistical analysis of random proces-
ses. However, many real-world signals exhibit irregular cyclic patterns, which pose chal-
lenges for standard modeling approaches. To address this, we introduce a semiparametric
continuous-time model for signals with irregular cyclicities. This model is based on stocha-
stic modulation of the amplitude and phase of a deterministic signal (an almost periodic
function). We investigate its theoretical properties, focusing on the behavior of the mean
and autocovariance functions, and we demonstrate that the process gradually loses its cyc-
lic structure over time due to random disturbances. Estimators of the asymptotic mean
and autocovariance functions are introduced. The performance of the autocovariance func-
tion estimator is examined in a simulation study.
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Modelowanie réznicowe zajmuje sie przewidywaniem efektu dzialania, takiego jak tera-
pia medyczna czy kampania marketingowa, na poziomie pojedynczych obserwacji. Budowa
modeli réznicowych wymaga wykorzystania dwéch zbioréw uczacych: grupy eksperymen-
talnej, poddanej dziataniu, oraz grupy kontrolnej. Wynikowy model umozliwia oszacowa-
nie roznicy miedzy prawdopodobienstwami klas w obu grupach. Kluczowym zagadnieniem
w modelowaniu réznicowym jest okreslenie, ktére zmienne istotnie wpltywajg na poprawne
oszacowanie efektu dziatania. Dotychczasowe metody selekcji cech zaktadaja jednak, ze
wszystkie zmienne maja jednakowy koszt pozyskania, co w praktycznych zastosowaniach
moze stanowi¢ zbyt duze uproszczenie. W klasycznym modelowaniu predykcyjnym rozwa-
zano juz podejscia, ktére uwzgledniaja rézne koszty cech, prowadzac do zadania selekcji
zmiennych z ograniczonym budzetem [I].

W prezentacji oméwimy problem selekcji zmiennych z ograniczonym budzetem dla re-
gresji logistycznej w kontekscie modelowania réznicowego. Wykorzystamy trzy modele roz-
nicowe: model podwdjny (ang. Double Model), model CVT (ang. Class Variable Transfor-
mation) oraz model, bazujacy na metodzie opisanej w pracy [2]. Przedstawimy modyfikacje
istniejacych metod selekcji kosztowej z klasycznego zadania predykcyjnego, bazujacych na
regularyzacji Lasso i adaptacyjnym Lasso, ktére dostosowaliémy do specyfiki modeli rézni-
cowych. Eksperymenty przeprowadzone na syntetycznych i rzeczywistych zbiorach danych
wskazuja, ze uwzglednienie kosztéw zmiennych w procesie selekcji pozwala uzyskaé modele
o lepszej jakosci predykcyjnej przy ograniczonych zasobach.
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Bledna specyfikacja kowariancji bledu w modelach liniowych zazwyczaj prowadzi do
niepoprawnego wnioskowania statystycznego. Rozwazamy dwa modele liniowe, A i B, z ta
sama macierzg uktadu, ale réoznymi macierzami kowariancji btedu. Warunki, w ktérych
kazda reprezentacja najlepszego liniowego nieobciazonego estymatora (BLUE) dowolnego
estymowalnego wektora parametrycznego dla modelu A, pozostaje BLUE dla modelu B,
sa dobrze znane od czasu publikacji artykutu C.R. Rao z 1971 roku: Unified theory of
linear estimation, Sankhya Ser. A, tom 33, s. 371-394. Jednakze, nie ma wczesniej opu-
blikowanych wynikéw dotyczacych zachowania wazonej sumy kwadratéw bledéw (SSE)
gdy macierz ukladu lub macierz kowariancji bledu sg niepetnego rzedu. W pracy poda-
jemy warunki konieczne i dostateczne na to aby dla zalozonej kowariancji bledu zaréwno
BLUE, jak i jego macierz kowariancji pozostata niezmieniona.
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In this work, we proposed a class of p-order non-negative integer-valued autoregressive
(INAR(p)) process with innovations following zero-inflated (ZI) distributions, referred to as
ZI-INAR(p) process. We propose some parameter estimation procedures for the model. We
also developed a bootstrap method to construct confidence intervals for the parameters and
to estimate the forecasting distributions of future values. The performance of the proposed
methods is evaluated through simulation studies and analysis of original datasets.

Keywords: Discrete time series; ZI-INAR(p) process; Zero-inflated distribution.
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Macierze kowariancji o strukturze liniowej maja szerokie zastosowania w wielu dzie-
dzinach nauki i techniki. Przykladem takich struktur sa wstegowe macierze Toeplitza.
Identyfikacja odpowiedniej struktury jest kluczowa do wyznaczenia odpowiedniej oceny
macierzy kowariancji.

Klasyczne estymatory macierzy kowariancji czesto nie spelniajag wymagan warunkow
dotyczacych posiadania wtasciwej struktury, dodatniej okreslonosci lub dobrego uwarunko-
wania. Dlatego w pracy zastosowano estymatory najwiekszej wiarogodnosci z natozonymi
ograniczeniami oraz estymatory typu shrinkage (por. [1]), przy zalozeniu, ze dane pocho-
dza z wielowymiarowego rozkitadu normalnego.

Dlatego poréwnano estymatory najwigkszej wiarogodnosci z natozonymi ogranicze-
niami z estymatorami typu shrinkage w kontekscie testowania hipotez dotyczacych struk-
tury macierzy kowariancji zaréwno w przypadku testu ilorazu wiarogodnosci (LRT, ang.
Likelihood Ratio Test) oraz testu wynikowego Rao (RST, ang. Rao Score Test) (por. [2]).

W przypadku struktur liniowych, ktore nie posiadaja wlasnosci kwadratowosci wy-
znaczenie estymatoréw najwiekszej wiarogodnosci z natozonymi ograniczeniami stanowi
problem numerycznie zlozony i czasochlonny. Dlatego celem pracy bylo pokazanie, ze
estymatory typu shrinkage majg rowne dobre wlasnosci jak estymatory najwiekszej wia-
rogodnoéci z nalozonymi ograniczeniami i sg szybsze do wyznaczenia. Dzieki czemu pro-
cedura testowania staje si¢ bardziej wydajna oraz stabilna numerycznie.
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We consider non-standard binary classification problem in which prior probability 7’
of class indicator for (unlabeled) target data differs from prior probability 7 for source
distribution, with the aim to estimate 7’ (see [1], [2]). We use Reproducing Kernel Hilbert
Space (RHKS) approach with kernel K and introduce two competing estimators: projec-
tion estimator and kernelized ratio estiamator. We derive an asymptotic distribution of
both estimators via finding their linear representations based on expansions of U-statistics.
We show that even for moderate sample sizes estimated asymptotic variance approximates
well the variances of both estimators and use it to construct confidence intervals for the
unknown 7’.
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The datasets from experiments where several characteristics are measured repeatedly,
e.g., in time are called doubly multivariate. In standard model of such experiment the
matrix of observations for each object has, after vectorization, the normal distribution
while the matrix of all observations, has the matrix normal distribution. For doubly mul-
tivariate data the most intuitive assumption would be the separable covariance structure
(Kronecker product of two matrices), which means that the time points are correlated
independently of characteristics and characteristics are correlated independently of time
points.

We present estimation methods of the covariance matrix with a separable structure,
utilizing the improved entropy loss function. These approaches are particularly applicable
in high-dimensional settings where the standard entropy loss function is not suitable. Spe-
cial cases of the general Kronecker product structure, incorporating compound symmetry,
autoregression of order one, and identity structure, are also discussed. Simulation studies
are presented to illustrate the behavior of the estimates with respect to changes in dimen-
sionality and parameter values, as well as to demonstrate how estimation methods can be
used to identify underlying true covariance structure. Finally, the impact of developmental
heterochrony on the covariance matrix estimates is presented for plant data obtained by
image phenotyping.

This study was funded by National Science Centre, Poland, under the OPUS call in
the Weave programme, proj. no. 2021/43/1/NZ9/02519 and the NAWA Bekker program
under project no. BPN/BEK/2023/1,/00142.
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Directed information in graphical models of causality
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I will speak of using the tools of information theory to quantify the strength of causal
relations. In my talk I focus on models based on possibly cyclic directed graphs, with
nodes corresponding to time series, as in [3]. In this setup the so called ’transfer entropy’,
introduced by Thomas Schreiber in [5] serves as a natural measure of Granger causality.
It quantifies to what extent the past of X helps predict the future of Y, given the past of
Y.

Graphical models allow to rigorously define the notion of intervention, ie. an actual
or imagined controlled experiment in which values of some variables are set by the expe-
rimenter. Measuring the effect of intervention is quite different from measuring the pre-
dictive power. Several approaches based on information theory have been proposed in the
literature. I will compare different definitions of ’interventional directed information’, in
particular those due to Ay & Polani [I] and Simoes & al. [4]. I will point out some problems
and rather controversial interpretations.
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W referacie przedstawimy zastosowanie techniki Rao-Blackwellizacji do konstrukcji nie-
obcigzonego estymatora funkcji niezawodnosci dla rozkladu wykladniczego w przypadku
danych lewostronnie cenzurowanych. Uzyskany estymator jest funkcja statystyki dosta-
tecznej, jednak nie mozemy stwierdzi¢, ze ma on minimalng wariancje, poniewaz staty-
styka ta nie jest zupelna. Zaprezentujemy réwniez asymptotyczny przedzial ufnosci dla
funkcji niezawodnoéci wyznaczony na podstawie proponowanego estymatora, oraz poroéw-
namy jego wlasnosci z estymatorami wyznaczanymi innymi metodami.
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Wlasnosci asymptotyczne estymatora najwiekszej

wiarogodnosci w dyskretnych prébach cenzurowanych typu
II i uktadach k-z-n
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Prezentacja bedzie poSwigcona zagadnieniu estymacji najwickszej wiarogodnosci w dys-
kretnych prébach cenzorowanych typu II. Cenzurowanie to polega na tym, ze podczas eks-
perymentu obserwujemy n obiektéw z i.i.d. czasami przezycia i przerywamy eksperyment
w momencie r-tej awarii, gdzie r < n jest ustalone. Na to zagadnienie mozna tez spojrzeé
ze strony teorii niezawodnosci, gdzie stanowi ono problem wnioskowania na podstawie
czasOw awarii elementéw uktadu k-z-n, dla k = n — r + 1, zaobserwowanych do momentu
awarii tego uktadu. Uklady k-z-n skladaja sie z n elementéw i dzialaja dopoki k z ich
elementéw pozostaje sprawnych.

W trakcie prezentacji bede rozwazal przypadek estymacji wielowymiarowego, nie-
znanego parametru dyskretnego rozkladu czaséw przezycia. Skupie sie na osiggnietych
uogdlnieniach twierdzenia [I, Theorem 1]. Bede rozwazal sytuacje, w ktérej k = k(n) =
(1 — g)n], gdzie ¢ € (0,1), a |z] oznacza najwieksza liczbe calkowita, mniejsza lub
rowna x. Przedstawie dwa twierdzenia méwiace o asymptotycznych wtasnosciach estyma-
tora oraz warunki regularnosci wymagane do ich zachodzenia. Omawiane beda istnienie,
mocna zgodnosé oraz, w przypadku gdy g-ty kwantyl rozktadu czaséw przezycia jest jed-
noznacznie wyznaczony, asymptotyczna normalnos¢ i efektywnosé estymatora. Nastepnie
przedstawie przyklad pokazujacy zastosowanie twierdzenia na wybranym rozkladzie praw-
dopodobienstwa.
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The studies on the income inequality are often based on grouped data in predefined
ranges. We explore a parametric approach to the problem of estimation of quantile ine-
quality curves and measures, focussing on distributions commonly used for income data,
such as the Dagum, log-Student t, and generalised beta distributions. We study the perfor-
mance of minimum distance estimators using various types of distance (including Hellinger
distance) to estimate distribution parameters from grouped data, which leads to plug-in
estimators of the inequality measures. A simulation study assesses the accuracy of these
methods and their robustness, particularly under model misspecification. Moreover, real-
world data from US census records are analysed to demonstrate the example of a practical
application of these techniques.
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Periodically Correlated (PC) time series generalize the concept of weak stationarity by
allowing the first two moments to vary periodically in time with the same period. Despite
their importance in applications such as climatology and economics, few resampling me-
thods have been developed for PC data. Two main block bootstrap approaches exist for
this type of data: the Generalized Seasonal Block Bootstrap (GSBB), introduced in [2],
and the Extension of the Moving Block Bootstrap (EMBB), proposed in [3]. In this pre-
sentation, we introduce the Geometric Block-Length Bootstrap (GBLB), a generalization
of the Stationary Bootstrap (see [1]) that extends the method to accommodate periodic
structures in the data. Unlike other block bootstrap methods for stationary data that rely
on a fixed block length, the SB method employs blocks of random lengths drawn from
a geometric distribution, which reduces sensitivity to block length selection. We discuss
preliminary results on the GBLB consistency for the overall mean of PC time series. In a
simulation study, we compare the performance of the GBLB, GSBB, and EMBB methods
when applied to PC data. In particular, we examine the empirical coverage probabilities
of the resulting confidence intervals for the overall mean.

References

[1] Politis D.N., Romano J.P., The Stationary Bootstrap, Journal of the American Sta-
tistical Association, 89 (1994), 1303-1313.

[2] Dudek A.E., Leskow J., Paparoditis E., Politis D.N., A Generalized Block Bootstrap
for Seasonal Time Series, Journal of Time Series Analysis, 35 (2014), 89-114.

[3] Dudek A.E., Block Bootstrap for Periodic Characteristics of Periodically Correlated
Time Series, Journal of Nonparametric Statistics, 30 (2018), 87-124.

The author acknowledges funding from A*MIDEX (Aiz-Marseille Initiative d’Excellence),
grant no. AMX-22-CEX-057, supported by the French government under the France 2030
investment plan, for doctoral research at the Institut de Mathématiques de Marseille, Aix-
Marseille University.

95



Prior shift estimation for positive unlabeled data

Jan Mielniczuk!?, Wojciech Rejchel®, Pawel Teisseyre!?

1Polish Academy of Sciences
2Warsaw University of Technology
3Nicolaus Copernicus University

Language of the presentation: English

We study estimation of a class prior for unlabeled target samples which possibly dif-
fers from that of the source population. Moreover, it is assumed that the source data is
partially observable: only samples from the positive class and from the whole population
are available (PU learning scenario). We introduce a novel direct estimator of the class
prior which avoids estimation of posterior probability in both populations and has a simple
geometric interpretation. It is based on a distribution matching technique together with
kernel embedding in a Reproducing Kernel Hilbert Space and is obtained as an explicit
solution to an optimisation task.

We establish its asymptotic consistency, as well as an explicit, non-asymptotic bound
on its deviation from the unknown prior, which is computable in practice. We also study
finite sample behaviour for synthetic and real data and show that the proposal works
consistently on par or better than its competitors.
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Modelowanie przyczynowe zajmuje sie oszacowaniem efektu dziatania (terapii medycz-
nej, kampanii reklamowej) na dana obserwacje. Aby méc oszacowaé ten efekt, populacje
dzieli sie losowo na czesé eksperymentalna, poddana dziataniu i cze$é kontrolna, nie pod-
dana dziataniu. Bardzo istotng kwestia w kontekscie modelowania przyczynowego jest pro-
blem selekcji zmiennych. Moze on poprawi¢ jakos¢ predykcyjna modelu i zwiekszyé jego
interpretowalno$¢. W referacie przedstawie rézne sposoby uzycia informacji wzajemnej
w dwéch podstawowych metamodelach przyczynowych (T-learner i X-learner) opisanych
w pracach [I] i [2]. Przedstawione metody selekcji przeanalizuje pod katem jakosci predyk-
cyjnej, a takze umiejetnosci identyfikacji prawdziwie istotnych cech na danych symulacyj-
nych. Dodatkowo przedstawie rezultaty zaproponowanych metod na danych rzeczywistych.

Literatura

[1] Rudas K., Jaroszewicz S., Linear regression for uplift modeling, Data Mining and
Knowledge Discovery, Springer, 32 (2018), 1275-1305.

[2] Kiinzel S., Sekhon J., Bickel P., Yu B., Metalearners for estimating heterogeneous
treatment effects using machine learning, Proceedings of the National Academy of
Sciences, 116 (2019), 4156-4165.

o7



Asymptotic normality of Fourier coefficients estimators
with unknown lag-dependent cycle frequencies for
generalized almost-cyclostationary processes

Anna Dudek!?, Antonio Napolitano®, Jakub Rutkowski',
Jakub Wojdytal

IFaculty of Applied Mathematics, AGH University of Krakow, al. Mickiewicza 30, 30-059
Krakow, Poland
2 Aix-Marseille University, CNRS, 12M, Marseille, France
3Parthenope University of Naples, Via Ammiraglio Ferdinando Acton, 38, 80133 Napoli NA,
Ttaly

Language of the presentation: Polish

Generalized almost-cyclostationary processes (GACS) are a class of continuous sto-
chastic processes, which, for every fixed delay, have statistical moments that are almost-
periodic functions of time. The autocovariance function of such processes can be expanded
into generalized Fourier series, whose frequencies are functions of delay (those frequencies
are called lag-dependent cycle frequencies). The problem of estimating Fourier coefficients
with unknown lag-dependent cycle frequencies will be addressed. The asymptotic norma-
lity of the considered estimator with estimated lag-dependent cycle frequencies, as well as
the method of estimation of said frequencies, will be presented. Theoretical results will be
supported by the results of numerical simulations.
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Istotng dziedzing teorii prawdopodobienstwa i statystyki sg problemy zachowania wy-
branych wlasnosci rozktadéw zmiennych losowych w efekcie dziatania wybranych operacji.
Przykladami takich operacji sa konwolucje, mieszaniny, granice, statystyki pozycyjne czy
systemy niezawodnoéciowe. W referacie opiszemy warunki zachowania relacji w porzad-
kach transformacji z ustalonym rozkladem jednakowo roztozonych czaséw zycia kompo-
nentéw systeméw semikoherentnych przez czasy zycia systeméw. Wspdlnag nazwa porzad-
kéw transformacji sg okreslane czeSciowe porzadki wypuklej transformacji, gwiazdzisty i
superaddytywny. Relacje porzadkéw transformacji z wybranymi rozkladami wyznaczaja
rozmaite nieparametryczne klasy rozkladéw czasow zycia: o monotonicznej intensywnosci
awarii IFR i DFR i jej uogé6lnieniach a-IGFR i a-DGFR, malejacej odwrdconej intensyw-
noéci awarii DRFR i jej uogélnieniach a-DRFR oraz a-IRFR, o monotonicznej usrednione;j
intensywno$ci awarii IFRA i DFRA i jej uogélnieniach a-IGFRA i a-DGFRA, rozkladéw
typéw "lepszy niz uzywany'i "gorszy niz uzywany'NBU i NWU i ich uogélnieniach a-
GNBU i a-GNWU czy o malejacym zlogarytmowanym ilorazie szans DLOR. Weryfikacja
warunkow zachowania tych klas polega na sprawdzeniu elementarnych wlasnoéci funk-
cji zaleznych od struktury systemu, kopuli zaleznosci czaséw zycia jego komponentéw i
ekstremalnej dystrybuanty klasy rozkltadéw w wybranym porzadku. Podane warunki sa
konieczne i dostateczne w przypadku, gdy ta ekstremalna dystrybuanta na nosnik ograni-
czony z dotu.
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We consider multi-state discrete k-out-of-n systems composed of components which
lifetimes are modeled by independent and identically distributed discrete random varia-
bles, with a special emphasis on four-state k-out-of-n systems - that is systems with two
intermediate states between perfect functioning and failure. Based on the definition in-
troduced by Huang et al. (2000) we focus on the lifetimes of such systems, including the
distribution of the random vector representing the numbers of components in each state
during system breakdown. We illustrate the theoretical results for four-state k-out-of-n
systems with numerical examples concerning systems with components with geometrically
distributed lifetimes following the Markov degradation process.
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W referacie omoéwione zostanie wykorzystanie teorii uktadéw optymalnych do opra-
cowania algorytmu doboru czujnikéw naprezen. Na podstawie macierzy informacji dla
estymatora najwiekszej wiarogodnosci w modelu stalym z efektami zaklécajacymi oraz
w modelach przeksztatconych okreélone zostanie potozenie i orientacja tensometréw na
powierzchni walu. Zaprezentowane wyniki beda konfrontacja rozwazan teoretycznych z
praktyka stosowang w inzynierii mechanicznej.
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The Cox proportional hazards model is the most commonly used method for multiva-
riate survival analysis. Despite its many advantages, such as simplicity and interpretabi-
lity, it has a serious drawback: it fails to capture non-linear relationships. In this study,
we propose Al-informed Non-linear Cox Model, a method that uses insights from a highly
predictive machine learning model, extracted with an interpretable machine learning tool,
to integrate non-linear relationships into the traditional Cox model via means of splines.
On simulated data with a deliberately introduced non-monotonic relationship between
the predictor and the outcome variable, the Al-informed Cox model outperformed the
traditional proportional hazards (PH) Cox model. Its concordance index (C-index) was
also comparable to that of the best-performing machine learning model - gradient boosted
Cox model. Similar results were observed when the models were applied to a prospective
dataset in running.
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Czy znamy wynik tegorocznych wyboréw prezydenckich?
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Tegoroczne wybory prezydenckie wzbudzilty powszechne zainteresowanie statystyka. Po
ogloszeniu wynikéw pojawito sie wiele analiz wykazujacych nieprawidtlowosci w liczeniu
gloséw. Z czedci z nich wynikato, ze z bardzo wysokim prawdopodobienstwem w niewielkiej
czesci komisji podano niepoprawne wyniki, z innych z kolei, ze ich skala byla na tyle duza,
ze mogly mie¢ wplyw na ogdlnopolski wynik, niwelujac réznice w liczbie gloséw miedzy
kandydatami. Wiele z tych analiz bylo btednych, mimo to zdobyty spora popularnosé,
bardzo silnie wplywajac na opinie publiczna [1].

W reakcji na te analizy Prokurator Generalny powotal biegltych w celu ustalenia skali
nieprawidlowosci i ich potencjalnego wplywu na wynik [2]. Ich opinie oraz raport Fundacji
Batorego, ktorego jestem wspétautorem [3] 4], byly dyskutowane w Sadzie Najwyzszym,
w trakcie rozprawy stwierdzajacej waznosé¢ wyborow.

Podczas swojej prezentacji przedstawie, jak przy pomocy regresji liniowej wskazaé¢ ko-
misje, w ktorych z duzym prawdopodobienstwem podano nieprawidtowe wyniki w drugiej
turze wyboréw. Zastanowimy sie, jakie sa ograniczenia tej metody i czy jesteSmy w sta-
nie odrozni¢ fatszerstwa od przypadkowych pomytek. W konicu odpowiem na pytanie, czy
znamy ostateczny wynik wyboréw.
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We propose new Jensen-¢ divergence measures J Dy, for comparing coherent and mi-
xed systems with identically distributed components, and present their properties. Among
them is the Jensen-Cressi-Read power divergence JDy, which is a parametric family of
divergences. They provide information about the system’s predictability - the smaller the
divergence value, the higher the system’s predictability. In general, the divergence measure
of the system depends on both: the lifetime distribution of system’s homogeneous compo-
nents and its design through its system signature (see, e.g., Rychlik and Szymkowiak [2]).

Moreover, we show that the use of different values of A\, may result in different ordering
of JD) divergences. Therefore, determining the right value of A to properly order the
predictability of the systems is the interesting challenge. Further on, we proof that J D,
divergence measure is proportional to the power of the scale parameter of components’
lifetime distribution. To demonstrate the practical application of Jensen-¢ divergence of
a system, we perform the analysis of Jensen-Cressie-Read divergence for systems with 3
and 4 components and we compare it with Jensen-Shannon divergence J.S proposed by
Asadi et al. [I] and the preferable system criterion PS(Tgy) proposed by Toomaj et al. [3].
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We study a novel machine learning problem: Positive-Unlabeled Regression (PUR),
which extends the classical Positive-Unlabeled (PU) learning framework to regression set-
ting with a non-negative, discrete target variable. This setting arises naturally in applica-
tions where only some positive quantitative outcomes are reported, while the absence of a
label may either indicate a true zero outcome or an unreported positive value. Applications
include predicting the number of diseases a patient may have, the number of complications
following an illness, or the severity level of a disease. We formalize the PUR problem and
highlight the limitations of naive approaches that either use reported target variable or
discard unlabeled data. To account for the inherent bias in such strategies, we propose
two principled methods. The first is based on calibration of regression estimates using
posterior probabilities from classical PU learning. The second builds on an empirical risk
minimization framework, restating the target risk as a weighted function dependent on
the instance-specific propensity score. We demonstrate both theoretically and empirically
that our approaches yield improved performance over standard baselines.
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Ukryte modele Markowa (HMM) sa popularnym narzedziem do analizy szeregéw cza-
sowych, stosowanym w wielu kluczowych zagadnieniach — od rozpoznawania mowy po
bioinformatyke. Ich atrakcyjno$¢ wynika przede wszystkim z prostoty, przejrzystosci, ela-
stycznosci i osadzenia na solidnych fundamentach matematycznych; jednoczeénie, nie sa to
modele pozbawione wad. W swoim najbardziej podstawowym sformutowaniu wykorzystuja
jedynie uczenie nienadzorowane, ktére w praktyce uniemozliwia wykorzystanie jakiejkol-
wiek dodatkowej informacji na temat ukrytych stanéw w procesie Markowa. Ponadto,
zakladaja one geometryczny rozklad czasu przebywania w stanie, co istotnie ogranicza ich
zdolno$é do modelowania proceséw o innej, potencjalnie bardziej zlozonej strukturze.

Celem niniejszej pracy jest jednoczesne zaadresowanie obu wspomnianych probleméw.
Po pierwsze, w celu umozliwienia bardziej elastycznego modelowania dynamiki przejs¢ mie-
dzy ukrytymi stanami, wykorzystujemy niejednorodny ukryty model Markowa (IHMM),
w ktérym macierz przejé¢ zalezy réwniez od czasu juz spedzonego w danym stanie. Cze-
Sciowe nadzorowanie realizowane jest natomiast poprzez wprowadzenie macierzy wag,
wykorzystywanej do skalowania prawdopodobienstw emisji obserwacji w danym stanie.
Taka modyfikacja bezposrednio ogranicza maksymalny mozliwy czas trwania stanu d™*
i wplywa na identyfikowalno$¢ macierzy przejscia dla czaséw trwania stanu d > d™®*. Z
tego tez powodu, proponujemy modelowanie macierzy przejécia dla d > d™?* z wykorzy-
staniem brzegowych oczekiwanych liczb przej$¢ pomiedzy stanami.

Walidacja zaproponowanego podejécia przeprowadzana jest w oparciu o dane symu-
lowane, rézniagce sie miedzy innymi rozkladami prawdopodobienstw dla czaséw trwania
stanéw. Uzyskane wyniki wskazuja na wieksza moc predykcyjng w poréwnaniu do podej-
$cia nienadzorowanego oraz podejscia czeSciowo nadzorowanego opartego na klasycznych
ukrytych modelach Markowa.
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The paper poses and solves a novel testing problem on detection of stochastic ordering
of two survival curves when data is right-censored. The null hypothesis asserts the lack of
the ordering while the alternative expresses its existence. The main focus is put on con-
trolling the power function of the test outside the alternative. As a result, the asymptotic
Type I error of the constructed solution is smaller than or equal to the fixed significance
level a on the whole set where the stochastic ordering does not hold. A finite sample
application of the test exploits bootstrap. The conducted simulation study shows that the
Type I error is satisfactorily controlled under finite sample sizes and that the new solution
competes well with the best and the most popular tests. A real data analysis demonstrates
nice behaviour of the new test in practice.
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